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Methods 

Conclusion 

BackgroundIntroduction 
Segmenting new lesions can help choose the best 
treatment early on. However, visually identifying new lesions 
in longitudinal MRI data is time-consuming and error-prone.

Successful deep learning (DL) methods exist for segmenting 
present [1,2] and new [3] MS lesions. Yet, challenges such 
as out-of-distribution generalization still remain.

We describe a soft segmentation approach inspired from [4] 
for automatically detecting new MS lesions. This approach 
fuels the pipelines we submitted for the MSSEG-2 challenge.
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For the MSSEG-2 challenge, we adopted a preprocessing stage with two-step co-
registration, and Modified 3D U-Net trained with a soft segmentation approach.  
Our code for this work can be found at: https://github.com/ivadomed/ms-
challenge-2021.  
Future work will focus on developing better sampling strategies to tackle the class 
imbalance problem.

Our proposed solution consists of (i) a robust preprocessing stage with two-step co-registration, (ii) replacing binary GTs with soft GTs in training, and (iii) 
using normalized ReLU instead of sigmoid as the final activation function. 

Figure 3: General methodology adopted for new MS lesion segmentation. Raw longitudinal data is passed through a preprocessing stage and augmentations which  
yield soft GTs. Two sessions are concatenated and propagated through a multi-channel Modified 3D U-Net. The soft GT is utilized in the loss function.

Batch size 4
Subvolume size 128x128x128 pixels3

Learning Rate 3e-5
Dropout Rate 0.5
Loss Dice loss
Num. Epochs 100
Sampling Strategy Balanced

Table 1: Training parameters for Modified 3D U-Net

Figure 1: FLAIR images extracted from the dataset. Left: 
Session 1, Center: Session 2, Right: Session 2 overlaid 
with red ground-truth (GT) of new MS lesion segmentations.

Most DL-based segmentation pipelines are trained and evaluated with binary GTs (0 and 1 
voxel values), which fail to capture uncertainty in voxel values [1], inter-expert ambiguity [5], 
and partial volume information (PVE) [6].
Soft GTs are formed from binary GTs during preprocessing (e.g. co-registration) and data 
augmentations (e.g. affine transformations) mainly due to interpolation.

Soft Segmentation

SoftSeg [4] uses soft GTs instead 
of binary GTs in training, and 
reports improvements in lesion 
segmentation. Soft GT-trained 
models have better calibrated 
outputs. Additionally, normalized 
ReLU is preferred for the final 
activation function as opposed to 
sharper alternatives such as 
sigmoid.

Figure 2: The main idea for soft segmentation is not 
binarizing the GTs after preprocessing and data 
augmentations. This introduces "softness" into training.

Modified 3D U-Net
Different from 3D U-Net [7], Modified 3D U-Net 
has (i) smaller filter sizes to prevent overfitting, 
(ii) instance norm. instead of batch norm. due to 
small batch sizes in 3D, (iii) LeakyReLU instead 
of ReLU between convolutional blocks, and a (iv) 
normalized ReLU instead of sigmoid as the final 
activation function. The implementation can be 
found in ivadomed [8].

Preprocessing
Our preprocessing pipeline is fully automatic. Initially, 
images and GTs were resampled to 0.5mm isotropic 
resolution. We extracted spinal cord (SC) from both 
sessions, and performed an initial co-registration on 
session 1 (ref: session 2) using SC masks. 
We extracted the brain from session 2, and created a 
dilated and binarized joint brain-SC mask. A finer co-
registration was then performed on session 1 (ref: 
session 2) using brain-SC mask. We applied N4 bias 
field correction on both sessions masked by brain-
SC mask. Finally, both sessions are cropped so that 
they only include volume-of-interest. A quality-control 
visualization is available at this link: https://bit.ly/
3nMpXFM.   
 

Pipelines
The pipelines submitted for the MSSEG-2 
challenge are:
➤ Pipeline #1: Modified 3D U-Net

➤ Pipeline #2: Ensemble of 3D U-Nets  
Three Modified 3D U-Nets & One Attention 
3D U-Net [9]

➤ Pipeline #3: Attention 3D U-Net with 
Monte-Carlo (MC) Dropout 
Attention 3D U-Net = Modified 3D U-Net + 
attention gates 
Used dropout during inference and averaged 
10 MC samples as the final output [10]
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